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A B S T R A C T   

It has been proposed that humans use non-numerical features (such as convex hull and surface 
area) to estimate the number of objects in a scene. This would be an evolutionarily advantageous 
strategy if such features truly patterned with number in the world, but this has never been 
empirically tested. Here, we quantify the strength of the relationship between number and non- 
numerical features in two relevant image sets: the illustrations from children’s counting books, 
and real-world photographs. We find that non-numerical features are much less predictive of the 
number of objects in counting books than in photographs, despite the former being specifically 
designed for use in teaching children about numbers. Then, across three behavioral experiments, 
we ask whether the stronger relationship in photographs predicts better number estimation 
performance in adults (N = 120) and in children (N = 94; M age = 7;2 years). Our experiments 
reveal that number estimation is easier from the counting books than the photographs, even 
though non-numerical features are less predictive of number in books. This analysis uses real- 
world stimuli and draws into question the claim that non-numerical features are intrinsically 
involved in number extraction.   

The ability to perceive the number of objects in a group is shared across species and across human development (Dehaene, 1997; 
Feigenson & Dehaene, & Spelke, 2004). Young infants have been shown to possess numerical sensitivity (Xu & Spelke, 2000), and 
precision in approximate number discrimination continues to develop until about age 30 (Halberda et al., 2012). How do we 
accomplish this remarkable perceptual feat, especially considering that number is a very abstract concept compared to most other 
magnitudes (e.g., height, weight)? Some have proposed that numerical representations must be grounded in more concrete sources of 
evidence; for instance, number responses have been attributed to non-numerical features rather than number itself (Clayton, Gilmore 
& Inglis, 2015; Gebuis et al., 2016; Smets et al., 2015; Szűcs et al., 2013). Features that are often implicated as underlying “num-
ber-like” sensitivity include surface area (e.g., Gebuis et al., 2016), convex hull (Clayton et al., 2015), and density (Dakin et al., 2011; 
Durgin, 1995, 2008; Morgan et al., 2014), or some combination of features (e.g., Gebuis et al., 2016). 

Why would such features be used by a system attempting to estimate the number of objects in a scene? One rationale is that they are 
ecologically useful, and have been in our habitats over the course of evolution. Indeed, it has been extensively claimed that non- 
numerical features pattern reliably with number in the natural world, where larger numerical magnitudes are associated with 
larger non-numerical magnitudes such as physical size (e.g., Abalo-Rodríguez et al., 2022; Leibovich et al., 2017; Smets et al., 2015; 
van Rinsveld et al., 2020). It is easy to imagine situations in which this pattern holds true. For instance, the mass of two elephants put 
together is much larger than one elephant alone; thus, size may correlate with number in the real world. However, it is also possible to 
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imagine situations in which this correlation would not be respected, as in the case of one elephant versus 10 mice. In fact, the strength 
of the relationship between number and non-numerical features in the natural world has yet to be empirically tested. 

One previous modeling attempt (Testolin et al., 2020) used natural scenes but turned these into artificial scenes by using a 
bounding box around each object—turning natural scenes into scenes of white rectangles on a black background. This obscures the 
natural scene statistics; the real world is full of complex, non-rectangular shapes, whose area and perimeter can differ substantially 
from rectangles of approximately the same size. Furthermore, it has been demonstrated that object complexity drives visual attention 
and perception (Sun & Firestone, 2021), and thus, simplifying objects to rectangles may fail to capture visual algorithms which are 
refined to work on complex shapes. Another attempt used real scenes and artificial scenes constructed from these images (Odic & 
Oppenheimer, 2023), but did not measure the non-numerical visual features that might be key to number estimation. Here, we seek to 
formally characterize the extent to which non-numerical features predict number in such natural scenes—prior to any observer or 
task—that is, what are the correlations between number and non-numerical cues in natural scenes? Second, we seek to measure the 
precision of numerical decisions given these scenes to determine if human performance (adult and children) patterns with these 
correlations between number and non-numerical features—that is, do humans estimate number more accurately when there are 
non-numerical correlations to help them? 

How would a system that uses non-numerical features to construct numerosity representations work? A prominent claim is that 
number perception involves the combination of cues from multiple continuous dimensions at once. For instance, Gebuis et al. (2016) 
proposed a Sensory-Integration System, which accumulates evidence from many continuous features such as surface area, convex hull, 
and density and combines them into one general magnitude representation. According to this theory, judging which of two ensembles 
contains more items would be achieved not through a direct evaluation of numerosity, but instead by determining which ensemble 
yields a larger total summed magnitude representation. 

To gain purchase on the extent to which such features support numerical responses, we might take the tact of looking at the stimuli 
themselves: What are children looking at as they learn about numbers? What features are available in the environment to help guide 
number learning? If children learn about visual number through relationships between non-numerical features and number of objects 
in their visual experience, then those relationships must exist in the world for children to learn from them. To investigate whether this 
is the case, we began with an obvious but heretofore untapped stimulus set: children’s counting books. 

Counting books are an important venue through which parents introduce children to number words starting in the first year of the 
child’s life (Goldstein et al., 2016). In general, picture books facilitate learning, and this is especially the case when the illustrations in 
the books are realistic (Ganea et al., 2008). Further, they specifically facilitate the development of mathematical thought and 
numeracy (van den Heuvel-Panhuizen et al., 2009); for instance, the simple manipulation of changing the direction in which a book is 
read (left to right versus right to left) influences the direction in which kids will subsequently count (Göbel et al., 2018). Previous 
research has investigated to what extent features of counting books are aligned with the literature on numeracy development, 
particularly looking at things like overall book structure (e.g., whether the numbers are listed in ascending order) and image structure 
(e.g., presence or absence of distractor objects; Ward et al., 2017). It has been found that, in children’s counting books, the pictures 
themselves are specifically useful for eliciting numerical thought and behavior in young children (Elia et al., 2010). This is especially 
important considering that most counting board books are intended for very young audiences (for the books in our analysis, the 
average intended age range was 1–4 years old), who are only just acquiring their number word knowledge at the end of that range 
(Sarnecka & Carey, 2008). This motivates the question of what exactly children are learning from reading these books at such a young 
age. 

Even though the text of counting books primarily teaches counting words and symbols, these books overwhelmingly include visual 
depictions of the number of items being discussed on the page, providing an explicit demonstration of what visual to associate with 
what digit. Therefore, counting books teach children about visual number: what sorts of visuals should be associated with different 
cardinal values. Because they are an early source of numerical exposure for children, and because each page contains illustrations 
intended to convey visual number information, they are a particularly interesting resource to answer the question of what relationships 
between number and non-numerical features children are exposed to and instructed from in early development. 

We investigated the role of non-numerical features in number perception in naturalistic materials. We began with a formal analysis 
of the visual features available in children’s counting books and how they relate to depicted number (e.g., how does an illustration of 
10 balls differ from an illustration of 2 cows?). We then repeated our analysis procedure with real-world photographs of collections to 
see whether the evidence available in the non-numerical features of real-world images would pattern similarly to children’s counting 
book illustrations, and whether their non-numerical magnitudes would provide a useful signal for number. Finally, we performed a 
series of three behavioral experiments with both adult and child participants, asking them to estimate the number of objects in scenes 
from each of these datasets. This allows us to evaluate the extent to which non-numerical feature information is used during number 
estimation. The results converge to demonstrate the importance of approximate number as an independent source of information apart 
from other continuous magnitudes such as area and convex hull, both in terms of the images themselves and in terms of humans’ 
abilities to make judgments about those images. 

Throughout this investigation, we focused on the numbers 1 through 10. While some have argued for two systems of representation, 
one for “small” sets from 1–4 (Object Tracking System, or OTS; e.g., Butterworth, 2010; Feigenson et al., 2002; Feigenson & Carey, 
2003; Piazza, 2010) and another for “large” sets above 4 or 5 (Approximate Number System, or ANS; e.g., Feigenson & Dehaene, & 
Spelke, 2004; Piazza et al., 2004; Xu & Spelke, 2000), chunking can expand the number of objects included in set-based representations 
of individuals (Feigenson & Halberda, 2004; Halberda et al., 2006; vanMarle et al., 2018). However, it has been demonstrated that the 
ANS–the “large” number system–has representations spanning all the way down to 1 (Cordes et al., 2001; Whalen et al., 1999). Some 
recent modeling work has even suggested that there is only one system underlying both large and small number representation, and 
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this proposed unitary system is behaviorally consistent with the ANS (Cheyette & Piantadosi, 2020). Because of their extreme rele-
vance to the early stages of number learning (Le Corre & Carey, 2007), as well as their dominance in natural scene experience 
(Piantadosi, 2016), ensembles containing 1 to 10 objects struck us as particularly important to study. 

1. Experiment 1 

In Experiment 1, we evaluate whether non-numerical continuous features predict the number of objects displayed in the illus-
trations of children’s counting books. 

2. Method 

2.1. Book preparation 

We purchased children’s counting books from the Amazon marketplace (see Fig. 1), with each book costing between $3 and $10. 
We selected only books that were intended to teach children about numbers and counting, and that contained explicit instruction of the 
numbers one through ten, as well as illustrations of ensembles containing each of those values (one book only contained depictions of 
one through five). We purchased the top 60 books on the Amazon marketplace that appeared to meet the above criteria, and only 
included those that actually met the criteria in the actual sample. Some authors had multiple books available; in the final analysis, we 
included 49 books that were illustrated by 42 different people, with at most five books coming from one illustrator (see Supplemental 
Materials). Seven of the books were soft cover books and the remainder were board books of various sizes. 

Once the books were selected, the pages of each book were manually scanned, with all pages from a given book saved to an image of 
the same size. The scanned images were edited to prepare for feature extraction using a combination of MS Paint and Adobe Photoshop. 
The purpose of this editing was to remove all irrelevant background and text details so that only the countable objects remained. When 
images contained overlapping objects, we created a two-pixel boundary between the objects to make them separately countable (16% 
of images). The images were then converted to black and white images using a custom Python script, where the countable objects were 
colored with black pixels and the rest of the image was filled in with white pixels. 

2.2. Feature extraction 

The black and white images were processed using a custom feature extraction algorithm created in Python (see Fig. 2). The al-
gorithm extracted three group-level features: total surface area (number of black pixels in the image), total object perimeter (number of 
black pixels with at least one neighboring white pixel), and convex hull (the area contained within the perimeter around the entire 
group, calculated using the convex hull function from Python’s SciPy package; Jones et al., 2001). This procedure for calculating 
convex hull means that there is a non-zero value for convex hull for even one-item images, since it computes the convex hull around all 
pixels rather than the convex hull around object centroids. Because ensemble statistics (Sweeny et al., 2015), in addition to total values, 
may be important for generating numerical estimates, the group-level features and the number of items per page were then used to 
calculate the average features of each image: average surface area per item (total surface area divided by number), average perimeter 
per item (total perimeter divided by number), and average convex hull per item (convex hull divided by number). Average features 
appear to be estimated psychologically without attending to individual objects and so may not require knowledge of the number of 

Fig. 1. Example illustrations from children’s counting books.  
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items on the part of the observer (Alvarez, 2011; Ariely, 2001; Chong & Treisman, 2003; Haberman & Whitney, 2012; Ward et al., 
2016). This resulted in a total of six non-numerical feature values per image (Total Surface Area, Convex Hull, Total Perimeter, 
Average Surface Area, Average Convex Hull, and Average Perimeter). 

3. Results 

3.1. Data cleaning 

For some books, there was more than one illustration for a given number (e.g., one book contained illustrations of “two stars” as 
well as “two rocket ships” for the number two), and in those cases both images were included in analysis. With these duplicates, we 
extracted feature information from a total of 522 illustrations. 

Once we had acquired feature information for all dimensions of interest from each illustration, we used a trimming procedure to 
remove outliers with respect to each dimension. We did this because we were most interested in how the typical features available in 
such materials related to their numerical content. We utilized a method involving the Median Absolute Deviation because it is more 
robust to non-normal data, and removed datapoints that were more than three times the MAD away from the median value (Leys et al., 
2013). We did this separately for each feature (e.g., surface area, convex hull, etc.) for each numerical value (1− 10). Images that were 
identified as outliers for any feature were removed from all subsequent analyses. This procedure resulted in the removal of 52 images 
(≈10% of images, 4 to 8 images per number). Therefore, all subsequent analyses are performed on data from the remaining 470 il-
lustrations, with between 44 and 49 images per number. 

It is important to note that, for both Experiments 1 and 2, the removal of outliers did not impact the results of our analyses. Without 
outliers removed, the relationship between number and non-numerical features tended to decrease by a small amount (with r2 values 
changing by at most .063). The largest change between the full and trimmed datasets was the group-level model in the counting books 
dataset, whose R2 value decreased by .05 with outliers included. None of the statistical tests changed with respect to their significance 
(e.g., all ps <.001 remained so). 

3.2. Individual feature correlations 

For our first analysis, we evaluated the strength of the linear relationship between number and each measured feature using 
correlations (see Table 1). We found significant linear relationships with all features, with effect sizes ranging from small (r2 ≈.01: 
Total Surface Area and Convex Hull) to medium (.09 < r2 <.25: Total Perimeter, Average Surface Area, Average Convex Hull, and 
Average Perimeter; Cohen, 1992). Qualitatively, the magnitude of the relationship between number and the average-level features 
(such as average surface area) was stronger (average r2 =.187) than the magnitude of the relationship between number and the 
group-level features (average r2 =.092), although this difference was not statistically evaluated. Nonetheless, it is worth noting since 
the group-level features are much more frequently discussed in numerical perception literature (e.g., Clayton & Gilmore, 2015). 

Fig. 2. Example feature extraction from children’s counting book illustrations. Group-level features represent all pixels from the entire image (e.g., 
all blue pixels in the Surface Area image); Average-level features represent the average number of pixels per object in the image (e.g., the number of 
pixels in one starfish in the Surface Area image). 

Table 1 
Correlations between number and each non-numerical feature across the illustrations of children’s counting books.   

Total Surface Area Convex Hull Total Perimeter Average Surface Area Average Convex Hull Average Perimeter 

r2 .011 * .075 *** .190 *** .220 *** .159 *** .182 *** 

Note. * p < .05, *** p < .001 (Holm correction) 
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3.3. Combination models 

Next, we investigated whether combinations of evidence from multiple features could provide a stronger relationship between 
number and non-numerical continuous feature signals. We used two different methods to combine information from different features, 
resulting in three models predicting number from the non-numerical features in the images. 

The first method we employed was a Principal Component Regression approach (PCR; Liu et al., 2003). Because there is high 
collinearity between the non-numerical features, it is not recommended to directly include them as separate regressors in a linear 
regression model (Næs & Mevik, 2001). Principal Component Analysis (PCA) is a valuable statistical technique for dimensionality 
reduction, meaning that it allows us to reduce the number of variables in a dataset while retaining as much information as possible. The 
variables created through this technique are known as Principal Components (PCs) and can be used to summarize the primary di-
rections of variance in the dataset. Importantly, the PCs are defined to be orthogonal to one another, so multicollinearity ceases to be 
an issue. We can then use the PCs as regressors in a linear model, and this allows us to evaluate how much variance in the outcome 
variable (number) is accounted for by the entire suite of variables inputted to the PCA as a whole. Importantly, the PCs are simply 
linear combinations of the variables inputted into the analysis. For a given set of input variables, the full model (i.e., the one containing 
all PCs as predictors) is exactly identical to a model containing the original input variable set in terms of variance explained and 
outcome variable (Number) predictions. 

A primary limitation of this technique is that we will not be able to determine precisely which of the features included in the model 
is responsible for the most variance in number. Notably, this is also not possible when directly inputting collinear predictors into a 
regression model. Therefore, we will restrict our interpretation to whether the group of features altogether accounts for substantial 
variance in number. This is compatible with the literature on the role of non-numerical features in numerical processing; if people are 
using non-numerical features to generate their number estimates, it is not usually claimed that people use fully-formed representations 
of independent features such as surface area and perimeter; instead, they might use a general magnitude composite or a linear 
combination of information from different dimensions (e.g., Gebuis et al., 2016; Walsh, 2003). We can think of the components 
generated by our PCA as candidate composite non-numerical feature representations. 

The general procedure was the same for each multi-feature model that we built. First, we performed a PCA over a particular set of 
features using the ‘prcomp’ function in R (R Core Team, 2013). In a PCA, the primary directions of variance in the dataset are captured 
by independent vectors, which are then used as the regressors in our models. We used this to extract the information contained within a 
given group of non-numerical features (such that we can evaluate how well that group as a whole predicts number), while ensuring that 
the resulting regressors are orthogonal to one another. 

We then progressively added the components to a linear model predicting number, in descending order based on the raw corre-
lation between each component and number. We evaluated at each step whether the additional component explained significantly 
more variance in number than the previous model using ANOVA model comparisons. The final selected model for each feature group 
was the one with the most included features that still significantly outperformed the previous model. We chose a stepwise modeling 
approach because our goal was to use an analytic technique to determine the most parsimonious model–that is, the model with the 
fewest regressors that captured the most variance. By adding the regressors in the order of most to least relationship with number, we 
ensure that the final model will be maximally efficient. We did this in the hopes of maximizing psychological plausibility by mini-
mizing the number of variables used to generate the prediction. However, note that the full model (containing all PCs) was essentially 
identical to the presented model in terms of its numerical predictions in every case, and our claims would remain the same whether we 
used a subset model or the full model. 

Because our group and average-level features are transformations of one another as a direct function of number (average surface 
area = total surface area / number of objects), including both in the PCA would be akin to including number as both the independent 
and dependent variables of the regression; therefore, we only ever included them in separate models to assess the extent to which 
independent non-numerical features predict variance in number. To summarize, we created two PCR models, one predicting number 
from group-level features (Total Surface Area, Convex Hull, and Total Perimeter) and another predicting number from average-level 
features (Average Surface Area, Average Convex Hull, and Average Perimeter). 

For our second modeling approach (and our third model overall), we used a specific algebraic combination that has been implicated 
extensively in the literature on number perception: density (DeWind et al., 2015). Although the exact definition of density varies (e.g., 
ratios of spatial frequency channels; Dakin et al., 2011), here we define density in terms of other implicated non-numerical features, 
such that density is equal to the total surface area divided by the convex hull, consistent with previous modeling of the ANS (DeWind 
et al., 2015). This density measure captures the amount of area over which the group is spread (convex hull) that is occupied by the 
countable objects themselves (surface area). This ratio would increase if the objects were packed more densely, as might be expected 
with an increasing number of objects depicted within a constrained image size. For the density model, we calculated density (surface 
area divided by convex hull) for each illustration, then performed a linear regression predicting number from density. Here we treat 
density as a separate modeling approach because it is not directly measured from the images, but is instead derived from the other 
directly-measured features. Therefore, we consider it a composite feature. We also want to differentiate it from the type of density that 
is often discussed in the numerical perception literature, texture density, which is purported to be directly perceived and to influence 
numerosity perception, but only in much more crowded displays with smaller objects than those that we are using here (e.g., Dakin 
et al., 2011; Durgin, 1995, 2008; Morgan et al., 2014). 

To compare the non-nested models across feature types (group-level versus average-level features versus density), we computed 
both the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), as these measures of goodness of fit can be 
compared even when the models are not nested with one another (Vrieze, 2012). Both metrics take into account the amount of variance 
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in the dependent variable accounted for by the model as well as the number of parameters in the model. The BIC penalizes the model 
more for additional parameters and is therefore considered a more conservative statistic than the AIC. For both the AIC and the BIC, the 
model with the smaller value is considered to provide a better fit to the data. 

3.4. Model 1: group-level features 

For our first model, we performed our PCR procedure over the three independently-extracted group-level features, total surface 
area, total perimeter, and convex hull (see Fig. 3A). In the PCA, the first component (PC1), explained the majority of the variance in the 
three features (85.95%) but correlated more weakly with number (r2 =.085) than did PC2 (9.79%, r2 =.191). The third component 
(PC3) both explained the least variance in the non-numerical features (4.26%) and correlated the weakest with number (r2 <.001). 
Therefore, the components were added to the stepwise regression in the following order: PC2, then PC1, then finally PC3. Loadings are 
shown in Table 2. 

The model fits for each step of the regression are presented in Table 3. The first model, using only PC2, explained 19.0% of the 
variance in number, while the second model (which included PC2 and PC1) explained 27.4% of the variance in number, and this 
improvement was significant, F(1, 467) = 55.15, p < .001. The addition of the third component did not explain significantly more 
variance in number, p = .932, and therefore we select Model 2 as the best group-level feature model. 

Next, we evaluated how accurately the number estimation model built from these non-numerical features represented number. 
Once the regression weights are set across the entire dataset, we can calculate the model’s predicted value (ŷ) for how many objects 
should be present in the image, given that image’s values for the PCs. We can do this for every image, then compare those values to the 
true number of objects that are actually present in the images (see Fig. 4A). We found that the average predicted number for each true 
number ranged from 4.06 for N = 1 to 6.66 for N = 10. 

Using one-sample t-tests, we evaluated whether the model’s average estimate was significantly different from the true number of 
objects depicted in each illustration. For all numbers besides N = 5 and N = 6, whose predicted values did not differ significantly from 
true values (ps > .151), we found that the model’s estimate was significantly different from the true number depicted, ts > 5.16, 
ps < .001. In summary, the group-level non-numerical features model did a poor job recovering the true number of objects depicted 

Fig. 3. Principal Component Analysis for non-numerical features in Experiment 1 (children’s counting books, top row) and Experiment 2 (pho-
tographs, bottom row). Principal Components (PCs) capture the strongest information represented by the features from which they are derived. In 
the plot, the PCs represent the main directions of variance in those features. Each point represents one illustration/photograph’s value for the first 
two PCs, and the arrows represent where the original features lie relative to the new coordinate space. For instance, in the group-level feature 
analysis of counting books (A), Convex Hull is nearly parallel to PC1, indicating that the information captured by PC1 is highly similar to infor-
mation contained within the Convex Hull variable. Points are colored by the number of objects in the illustration/photograph. For example, the 
vertical color gradient across illustrations in Panel A (from light blue at the bottom to dark gray at the top) indicates that PC2 captured more 
variance in number than PC1. 
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Table 2 
PCA loadings for group-level features; All three features had nearly equal negative loadings on PC1; Total Surface 
Area positively loaded on PC2 while Total Perimeter negatively loaded on it; and Convex Hull negatively loaded 
on PC3.   

PC1 PC2 PC3 

Total Surface Area -.57 .69 .44 
Convex Hull -.60 .02 -.80 
Total Perimeter -.57 -.72 .40  

Table 3 
Stepwise PCR models predicting number in counting book illustrations using group-level features.   

Model 1 Model 2 Model 3 

Regressor B SE B B SE B B SE B 

PC2 -2.31 0.22 -2.31 0.21 -2.31 0.21 
PC1   -0.52 0.07 -0.52 0.07 
PC3     0.03 0.32 
Adjusted R2 .190 .274 .272 
F for ΔR2  55.15 *** .01 

Note. *** p < .001 

Fig. 4. Relationship between true number (jittered) and models’ predicted number of objects (ŷ) in Experiment 1 (counting book illustrations, top 
row) and Experiment 2 (real-world photographs, bottom row). The gray dashed line depicts a perfect prediction. Most of the models fail to capture 
number in a variety of ways: for example, in (A), the slope is too shallow (the model provides an average guess of ≈4–6 objects for all images, 
regardless of their true number), and in (F), the model accounts for very little variance in number (R2 =.134). The best performing model (D) has the 
steepest slope (meaning that its estimates are the most accurate) and accounts for the most variability in number. Note. Gray dashed line depicts a 
perfect prediction. 
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across the illustrations. 

3.5. Model 2: average object-level features 

For our second model, we performed our PCR procedure over the three independently-extracted average-level features: average 
surface area, average perimeter, and average convex hull (see Fig. 3B). We expected this model might outperform the previous one 
because the average-level features of counting book illustrations individually correlated more strongly with number than did the 
group-level features. We performed a PCA over these three features, then predicted the number of objects from the resulting 
components. 

In the PCA, the first component (PC1) explained a vast majority of the variance in the three features (90.04%) and also correlated 
most strongly with number (r2 =.206). The third component (PC3) explained the least variance in the non-numerical features (2.95%) 
but correlated more strongly with number (r2 =.034) than PC2 (7.01%, r2 =.002). Therefore, the components were added to the 
stepwise regression in the following order: PC1, then PC3, then finally PC2 (for the component loadings, see Table 4). 

The model fits for each regression step are presented in Table 5. The first model, using only PC1, explained 20.5% of the variance in 
number, while the second model (which included PC1 and PC3) explained 23.7% of the variance in number, and this improvement was 
significant, F(1, 467) = 20.81, p < .001. The addition of PC2 in the third model did not explain significantly more variance in number, 
p = .331, and therefore we select Model 2 as the best average-level feature model. 

Next, we once again evaluated the accuracy with which this model represented the number of objects across the illustrations 
(comparing y and ̂y; see Fig. 4B). We found that the average predicted number for each true number ranged from 3.38 for N = 1 to 6.24 
for N = 10. 

We again used one-sample t-tests to evaluate whether the model’s average estimate was significantly different from the true 
number of objects depicted in each illustration. Estimates of N = 6 did not significantly differ from the true value, p = .157, but we 
found that the model’s estimate was significantly different from the true number depicted for every other number, ts > 7.16, ps < .001. 

Although the average-level features individually patterned more strongly with number than did the group-level features, possibly 
due to the strong amount of overlapping variance between them, this multiple-feature model failed to outperform the prior model. 

3.6. Model 3: density 

For the third combination model, we evaluated to what extent pixel density (surface area divided by convex hull) predicted the 
number of objects in the images. We calculated a density value for each illustration, then performed a linear regression predicting 
number from density. We found that density significantly predicted number, B = − 6.03, SE B = 0.57, R2 = .190. When we evaluated 
the extent to which the model accurately represented the number of objects, we found that the average predicted values ranged from 
3.84 for N = 1 to 6.22 for N = 10 (see Fig. 4C; note that because our calculation of density derives from total surface area divided by 
convex hull, there is variation in density even for set size 1). Aside from estimates of N = 6 which were not significantly different from 
the true value, p = .505, the average model estimates were significantly different from the true value for all other numbers, ts > 3.96, 
ps < .001. Somewhat surprisingly, the density model performed worse than either of the linear feature combination models. 

3.7. Model comparison across feature types 

Now that we have our best-performing models for each feature type (group-level features, average-level features, and density), we 
sought to determine which features best predicted number overall using AIC and BIC, where a smaller value corresponds to a better 
model fit. The group-level features model provided the best fit (AIC = 843.12; BIC = 2195.54), followed by the average-level features 
model (AIC = 866.17; BIC = 2218.58), and the density model performed the worst overall (AIC = 893.38; BIC = 2241.65). Therefore, 
we conclude that the group-level features model, which accounted for only 27.4% of variance in number, nonetheless performed the 
best of any of the continuous feature models we tested. 

4. Discussion 

We evaluated the extent to which non-numerical features could predict the number of objects across the illustrations of children’s 
counting books. We found that there were at best weak relationships between number and non-numerical visual features, with the 
group-level feature model outperforming the other tested models. This is surprising, as we would have expected strong relationships 

Table 4 
PCA loadings for the average-level features; All three features had negative loadings of similar magnitudes on PC1; 
Average Surface Area positively loaded on PC2, while Average Perimeter negatively loaded on it; and Average 
Convex Hull was the primary source of variance (negatively) captured by PC3.   

PC1 PC2 PC3 

Average Surface Area -.57 .63 -.52 
Average Convex Hull -.59 .12 -.80 
Average Perimeter -.57 -.77 -.30  
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between number and non-numerical features in pedagogical materials about number, if said features are useful for number perception. 
However, it is possible that illustrators are merely recapitulating the statistics of their day-to-day visual experience in these texts, and 
that this relationship is not as strong in the world as has been previously guessed. We investigate this empirically in Experiment 2. 

5. Experiment 2 

Here, we investigated to what extent continuous, non-numerical features pattern with number in the natural world. That is, can we 
find evidence for shared variability between number and non-numerical features across a database of photographs of real-world 
scenes? 

6. Method 

6.1. Image selection 

We selected images from the Microsoft Common Objects in Context (MS COCO) database (Lin et al., 2014). This database contains 
thousands of images including indoor and outdoor scenes, natural and man-made objects, and a variety of animals. Importantly, this 
database comes with outlines for each object category in each picture, which were previously drawn by human participants. Therefore, 
for each image in the database, we can convert it to a black and white image, where black pixels correspond to the countable objects 
and the rest of the image is made of white pixels (essentially eliminating the background). From this image, we can easily extract 
continuous feature information using the extraction algorithm described in Experiment 1. Since the outlines were not drawn specif-
ically for this purpose (unlike in Experiment 1), the amount of space between the outlines of overlapping objects was not controlled. 

Although this dataset contains segmentation information for many different types of objects, we chose to focus on three targets: 
birds, sheep, and motorcycles (see Fig. 5). These categories were chosen because previous work had already estimated the number of 
each of these groups in the database (Rajan et al., 2019), thereby giving us a ready value with which we could compare the 
non-numerical feature statistics (although we also manually counted the number of objects in all images included in analyses to check 
for any count errors). Further, these three categories span a few useful dimensions: there are both man-made and natural items, they 
vary in real-world size, and they are often photographed from various distances (e.g., a close-up photograph of a motorcycle may be 
easier to achieve than a close-up of a sheep). Throughout the database, the collections of items are photographed from a variety of 
distances—creating some variability. However, by focusing on just three categories, it may be that we will find a stronger relationship 
between number and non-numerical features than in children’s counting books—where we relied on many different books. Thus, our 
case study here presents what might be considered a best-case scenario for finding a relationship between numerical and 
non-numerical features in real-world images. 

From these three categories, there were 1049 images available in the Val2014 dataset in the 1–10 object range (chosen for con-
sistency with the counting book analysis). Of those 1049 images, nearly half (512) depicted only one instance of a target object. 
Therefore, we decided to select a subset of this image set to have a more balanced numerical distribution for analysis. In our subsample, 
we included all images depicting N = 5 through N = 10 targets (130 images), and randomly sampled additional images from N = 1 
through N = 4 to have an equivalent number of images as in the counting book analyses (522 images total). 

Table 5 
Stepwise PCR models predicting number in counting book illustrations using average object-level features.   

Model 1 Model 2 Model 3 

Regressor B SE B B SE B B SE B 

PC1 .792 0.07 .792 0.07 .792 0.07 
PC3   1.78 0.39 1.78 0.39 
PC2     -.245 0.25 
Adjusted R2 .205 .237 .237 
F for ΔR2  20.91 *** .946 

Note. *** p < .001 

Fig. 5. Example photographs from the categories bird, motorcycle, and sheep.  
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To ensure that we did not select a non-representative portion of the dataset, we performed this sampling 1000 times and averaged 
them to compare with a representative individual sample. We also performed all analyses on the full image set as well as on average 
feature values for each number, and all of these results were highly similar, so for clarity we will only report the single subset analysis 
here. 

6.2. Feature extraction 

We used the same feature extraction algorithm as in Experiment 1, and again this resulted in a set of 6 non-numerical features per 
photograph (total and average surface area, perimeter, and convex hull; see Fig. 6). 

7. Results 

7.1. Data cleaning 

As in the counting book analysis, we trimmed the dataset to remove images that were greater than three MADs from the median per 
number on any non-numerical feature (surface area, convex hull, perimeter, or their average-object level equivalents; Leys et al., 
2013). This removed 23 images, resulting in 499 images included for analysis. 

7.2. Individual feature correlations 

For our first analysis, we evaluated the strength of the linear relationship between number and each measured feature (see Table 6). 
We found significant linear relationships with all features. The effect sizes ranged from small (r2 ≈.01: Total Surface Area and Convex 
Hull) to medium (.09 < r2 <.25: Average Surface Area, Average Convex Hull, and Average Perimeter) to large (r2 >.25: Total 
Perimeter; Cohen, 1992). In general, we found that the average object-level features were more correlated with number than the 
group-level features, with the notable exception of total perimeter, which had the strongest relationship (although, again, these dif-
ferences were not tested statistically). 

7.3. Combination models 

Next, we again turned to combination models (group-level features, average level features, and density) to investigate whether the 
composite of multiple features can explain additional variance in number. We use the same PCR procedure and density model as 
described in Experiment 1. 

7.3.1. Model 1: group-level features 
For the first model, we performed our PCR procedure over the three independently extracted group-level features: total surface 

area, total perimeter, and convex hull (see Fig. 3C). In the PCA, the first component (PC1) explained the majority of the variance in the 
three features (89.09%) but correlated more weakly with number (r2 =.080) than did PC2 (8.94%, r2 =.494). The third component 
(PC3) both explained the least variance in the non-numerical features (1.98%) and correlated the weakest with number (r2 =.011). 
Therefore, the components were added to the stepwise regression in the following order: PC2, then PC1, then finally PC3. Loadings are 
shown in Table 7. 

The model fits for each step of the regression are presented in Table 8. With only one component (PC2), the first model explained 

Fig. 6. Example feature extraction from photographs.  
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49.3% of the variance in number. The second model, which included PC2 and PC1, explained 57.2% of the variance in number, and 
this improvement was significant, F(1, 496) = 92.97, p < .001. With the addition of the third component, the third model explained 
58.25% of variance in number, and this also explained significantly more variance, F(1, 495) = 13.02, p < .001. Therefore, we select 
Model 3 as the best group-level feature model. 

Next, we also evaluated the accuracy of this model’s number estimates (y versus ŷ; see Fig. 4D). We found that the average pre-
dicted number for each true number ranged from the smallest at 1.66 for N = 1 to the largest at 6.18 for N = 9. 

Using one-sample t-tests, we evaluated whether the model’s average estimate was significantly different from the true number of 
objects depicted in each photograph. For all numbers besides N = 3 and N = 4, for which we did not find evidence that they were 
represented inaccurately (ps > .710), we found that the model’s estimate was significantly different from the true number depicted, 
ts > 3.38, ps < .002. In terms of the overall pattern and total amount of accounted for variance, this model did a relatively good job 
capturing numerical variability. 

7.3.2. Model 2: average object-level features 
For our second model, we performed our PCR procedure over the three independently extracted average-level features: average 

surface area, average perimeter, and average convex hull. As we saw before, while average surface area and average convex hull were 
each independently more related to number than their group-level counterparts, average perimeter was much less strongly related 
than total perimeter, which we predicted could lead to the average-level model performing worse than the previous model. 

Once again, we performed a PCA over these three features, then predicted the number of objects from the resulting components (see 
Fig. 3D). In the PCA, the first component (PC1) explained a vast majority of the variance in the three features (95.66%) and also 
correlated most strongly with number (r2 =.203). The second component (PC2) explained the next most variance in non-numerical 
features (3.60%) but correlated slightly less strongly with number (r2 =.015) than PC3 (.74%, r2 =.020). Therefore, the compo-
nents were added to the stepwise regression in the following order: PC1, then PC3, then PC2. Loadings are shown in Table 9. 

Table 6 
Correlations between number and each non-numerical feature across photographs.   

Total Surface Area Convex Hull Total Perimeter Average Surface Area Average Convex Hull Average Perimeter 

r2 .004 .040 *** .302 *** .182 *** .179 *** .223 *** 

Note. *** p < .001 

Table 7 
PCA loadings for group-level features in real world photographs; all three features negatively loaded on PC1; 
Total Surface Area positively loaded on PC2, while Total Perimeter negatively loaded on it; and Total Surface area 
positively loaded on PC3, while Convex Hull negatively loaded on it.   

PC1 PC2 PC3 

Total Surface Area -.58 .51 .63 
Convex Hull -.60 .26 -.76 
Total Perimeter -.55 -.82 .15  

Table 8 
Stepwise PCR models predicting number in real-world photographs using group-level features.   

Model 1 Model 2 Model 3 

Regressor B SE B B SE B B SE B 

PC2 -3.29 0.15 -3.29 0.14 -3.29 0.14 
PC1   -0.42 0.04 -0.42 0.04 
PC3     -1.04 0.29 
Adjusted R2 .493 .572 .583 
F for ΔR2  92.97 *** 13.02 *** 

Note. *** p < .001 

Table 9 
PCA loadings for average-level features in real world photographs; all three features negatively loaded on PC1; Total 
Surface Area positively loaded on PC2, while Total Perimeter negatively loaded on it; and Total Surface area 
negatively loaded on PC3, while Convex Hull positively loaded on it.   

PC1 PC2 PC3 

Average Surface Area -.58 .60 -.55 
Average Convex Hull -.59 .16 .79 
Average Perimeter -.57 -.78 -.26  
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The model fits for each regression step are presented in Table 10. The first model explained 20.1% of the variance in number, while 
the second model explained 21.9% of the variance in number, and this improvement was significant, F(1, 496) = 12.58, p < .001. The 
addition of PC2 in the third model increased the accounted-for variance to 23.3%, and this improvement was again significant, F(1, 
495) = 9.93, p = .002. Therefore, we select Model 3 as the best average-level feature model. 

Next, we once again evaluated the accuracy with which this model represented the number of objects across the photographs 
(comparing y and ̂y; see Fig. 4E). We found that the average predicted number for each true number ranged from 2.16 for N = 1 to 3.83 
for N = 10. 

One-sample t-tests were used to evaluate whether the model’s average estimate was significantly different from the true number of 
objects depicted in each photograph. We found that the model’s estimate for 3 was not significantly different from 3, p = .391, while 
the estimates significantly differed from the true number depicted for every other number, ts > 5.68, ps < .001. Overall, this model 
performed worse predicting number across photographs than did the group-level feature model. 

7.3.3. Model 3: density 
For our third feature combination model, we once again calculated a typical measure of density used in numerical cognition (total 

surface area divided by convex hull) for each illustration, and predicted number from this value. We found that density significantly 
predicted number but accounted for a smaller amount of variance compared to the previous models, B = − 4.19, SE B = 0.47, R2 

= .134. When we evaluated the extent to which the model accurately represented the number of objects, we found that the average 
predicted values ranged from the smallest at 2.39 for N = 1 to the largest at 3.51 for N = 9 (see Fig. 4F). We found that the model’s 
representation of N = 3 was not significantly different from 3, p = .647, while the average model estimates were significantly different 
from the true value for all other numbers, ts > 4.17, ps < .001. As in the children’s counting book illustrations in Experiment 1, the 
density model performed worse than the linear combination models. 

7.4. Model comparison across feature types 

Next, we once again sought to determine which features (group versus average versus density) best predicted number overall using 
AIC and BIC. As in Experiment 1, the group-level features model provided the best fit (AIC = 450.68; BIC = 1889.85), followed by the 
average-level features model (AIC = 754.11; BIC = 2193.27), and the density model performed the worst overall (AIC = 812.84; BIC =
2243.58). Therefore, we once again conclude that the group-level features model performed best of any of the continuous feature 
models we tested. 

7.5. Model comparison across image sets 

In Experiment 1, we found that the best performing model predicting number from combinations of non-numerical features was the 
group-level features model, which accounted for 27.4% of variance in number. In this experiment, examining the same relationship in 
real-world photographs, the best performing model was also the group-level features model, which accounted for 58.3% of the 
variance in number. Our next question was whether this difference in variance is significantly different between image sets. To test 
this, we compared the AIC and BIC for the best-performing model from each image set. The real-world photographs model (AIC =
450.68; BIC = 1889.85) vastly outperformed the counting books model (AIC = 843.12; BIC = 2195.54) according to both of these 
metrics. Additionally, the average level real-world photograph model (AIC = 754.11; BIC = 2193.27) also outperformed the average- 
level counting books model (AIC = 866.17; BIC = 2218.58), and the photograph density model (AIC = 812.84; BIC = 2243.58) 
outperformed the counting books density model (AIC = 893.38; BIC = 2241.65) according to AIC (the fit was similar when comparing 
with BIC). This indicates that, across feature types, continuous features better predict the number of objects in real-world images than 
in counting books. 

8. Discussion 

In Experiment 2, we investigated whether non-numerical features could provide evidence for number in naturalistic photographs. 
We found that non-numerical features in photographs account for a significant amount of variability in number, with the strongest 
performing model (using group-level features) accounting for 58.3% of the variance in number across pictures. This is significantly 

Table 10 
Stepwise PCR models predicting number in real-world photographs using average object-level features.   

Model 1 Model 2 Model 3 

Regressor B SE B B SE B B SE B 

PC1 0.64 0.06 0.64 0.06 0.64 0.06 
PC3   2.28 0.64 2.28 0.64 
PC2     0.91 0.29 
Adjusted R2 .201 .219 .233 
F for ΔR2  12.58 *** 9.93 ** 

Note. ** p < .01,*** p < .001 
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more signal than accounted for by the average-level features and density models, and is also significantly better than any of the models 
predicting number in children’s counting book illustrations (maximum R2 = 27.4%). 

Group-level features such as surface area and convex hull have been strongly implicated as potential sources of information for the 
extraction of number from visual scenes (Clayton & Gilmore, 2015; Gebuis et al., 2016), and it has been previously asserted that these 
features tend to pattern with number in the real world (e.g., Abalo-Rodríguez et al., 2022; Leibovich et al., 2017; Smets et al., 2015; van 
Rinsveld et al., 2020). Here we provide the first empirical evidence that they do pattern with number in the world and could therefore 
be expected to pattern with number in our day-to-day visual experience. Notably, such features appear to do better in combination 
than in isolation, which is consistent with sensory integration and generalized magnitude theories (Gebuis et al., 2016; Leibovich et al., 
2017). 

Interestingly, these feature relationships were much lower in counting books than they were in photographs, despite the fact that 
the purpose of such books is to teach children about visual number. This is surprising if non-numerical features are obligatory for 
number perception, as we would have expected to find strong relationships between non-numerical features and number in materials 
explicitly designed for teaching children about visual number. 

In light of this surprising result, two possible interpretations emerge. First is that counting books are poorly created, not depicting 
important relationships that are vital to extracting number from visual scenes. Second is that the lack of these relationships in counting 
book illustrations may indicate that such features are not as important for numerical perception as previously hypothesized. That is, 
perhaps books do not depict this relationship because their inclusion is not obligatory nor helpful for perceiving number (despite 
existing in natural visual experience). 

To provide some evidence to distinguish between these possibilities, we next asked whether the weaker relationship between non- 
numerical features and number in counting book illustrations compared to photographs would translate to impaired perception of 
number in those images. In Experiment 3, we looked at adult estimation performance on stimuli drawn from each of these image sets. 

9. Experiment 3 

In this experiment, we ask human adults to estimate the number of objects in photographs or counting book illustrations. If non- 
numerical features are necessary for the extraction of approximate number from a visual scene, we would expect people to be more 
precise when estimating the number of objects in photographs (where such relationships are relatively strong) compared to counting 
book illustrations (where such relationships are relatively weak). If such features are not necessary nor helpful for number perception, 
we might expect to see no difference or even the opposite effect (e.g., relationships with non-numerical features causing distraction 
from the target feature). 

10. Method 

10.1. Participants 

A total of 56 people (N = 28 in each condition) participated in this experiment. Participants were recruited from Prolific and were 
paid at a rate of approximately $14 per hour for their participation. Demographic information about participants was not collected. All 
experiments were approved by the Homewood Institutional Review Board at Johns Hopkins University. Informed consent was ob-
tained prior to the start of the study, and participants were debriefed about the purpose of the study after it was concluded. 

10.2. Materials 

We selected a subset of 80 images each from the full sets of photographs and counting book illustrations to serve as experimental 
stimuli. Those 80 images were evenly divided amongst the numbers 1 through 10 (8 of each). Importantly, the stimulus sets were 
intentionally selected to ensure that the relationship between number and non-numerical features in the stimulus sets themselves 
remained significantly higher in the photograph condition (R2 =.417, AIC = 129.63, BIC = 368.19) than in the counting book 
illustration condition (R2 =.149, AIC = 159.83, BIC = 398.38). 

10.3. Procedure 

Participants were tested individually on their own devices over the internet, so factors such as display size and viewing distance 
were not controlled. Prior to the experiment, participants were randomly assigned to either the counting book or photograph condition 
(i.e., no one saw stimuli from both datasets). We employed a between-subjects design in order to keep the experiment relatively short 
and consistent for participants (i.e., to avoid switching between stimulus sets with different feature profiles). As we were primarily 
interested in whether the stimulus set influenced performance and participants were randomly assigned to the two conditions, this still 
allowed us to answer our primary question of interest. 

Stimuli were presented in a different random order for each participant. Participants were informed that they would be estimating 
the number of different objects in images or illustrations. Each trial started with one of three text labels that was displayed for 1000 ms 
at the center of the screen. For the photographs, there were three possible labels: MOTORCYCLES, BIRDS, and SHEEP. There were 59 
unique labels for the counting book illustrations, including BERRIES, BUILDINGS, and BASEBALL PLAYERS. After the display of the 
text label, the stimulus image was displayed for 800 ms before disappearing. Then, a slider bar ranging from 0 to 12 appeared with a 
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random starting position; the participant could manipulate the value selected on the slider using arrow keys or the mouse. The slider 
remained on the screen until the participant pressed the Spacebar to submit their answer, at which point the next trial began. Re-
sponses as well as response times were recorded. The experiment took approximately 10 min to complete. 

10.4. Modeling 

To assess the precision with which participants were estimating the number of objects in the images, we used PsiMLE (Odic et al., 
2016), which allows for the simultaneous estimation of multiple parameters of interest using Maximum Likelihood Estimation (MLE). 
Here we use a power curve to model responses (e.g., Stevens, 1961), but PsiMLE also includes linear and logarithmic models, and with 
this data they produced nearly identical results. 

According to the power model, estimation responses are drawn from a Gaussian distribution with a mean of Nβ and a standard 
deviation of Nβ ∗ σ, where N is the true number, β corresponds to how much the representation is compressed (β < 1) or expanded 
(β > 1) relative to the true value, and σ is an index of internal variability or precision (smaller σ corresponds to a more precise rep-
resentation). Each participant is assumed to have a stable value for each parameter that underlies their responses across different 
values of N. Using PsiMLE, we estimate one β and σ for each participant. 

11. Results 

11.1. Average performance and exclusions 

As would be expected based on models of the ANS, participants performed quite accurately. Before outlier removal, there was an 
overall correlation of r = .819 between the true number of objects depicted and participants’ responses to the images. To manage 
outliers, we again used the MAD (Leys et al., 2013). We determined the median average error rate across all participants separately for 
each image set (children’s books: 5.0%, photographs: 13.1%), then removed participants whose average error was more than three 
times the MAD (children’s books: 3.1%, photographs: 2.4%) away from the median error for that condition. This resulted in the 
removal of 4 participants from the counting book condition and 5 participants from the photographs condition, leaving N = 24 in the 
former and N = 23 in the latter for analyses (see Fig. 7, top row for summary models over trimmed responses). Note, however, that the 
exclusion of these outliers did not affect the significance of any reported statistical results in any of the behavioral experiments. 

As can be seen with the trendlines in Fig. 7, participants tended to slightly underestimate (Izard & Dehaene, 2008). Participants 
showed a small amount of error even on the smallest values (1− 3), but more importantly, they showed predictable increases in the 
variability of their responses as the numbers to be estimated got larger. This linearly increasing error—scalar variability—is a 
behavioral signature of the ANS that is not found with the exact representations used in the Object Tracking System (Feigenson & 
Dehaene, & Spelke, 2004). Therefore, our behavioral results substantiate our claim that the ANS is being activated during estimation of 

Fig. 7. Trimmed responses to stimuli in Experiments 3 (color images, top row) and 4 (silhouettes, bottom row). Note. Points are jittered on both 
axes; Lines represent average PsiMLE model fit per condition, with ribbon representing one σ. 
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these images. 

11.2. Impact of non-numerical features on number estimates 

We investigated the extent to which non-numerical features influenced number estimates, separately for each stimulus set. That is, 
can we predict what number participants will provide for their estimates given the continuous features of the ensemble? And are non- 
numerical features a better predictor of number estimate than number itself? We tested this question using linear regression and 
confirmed the results with partial correlations. However, because we did not directly manipulate the continuous features in our stimuli 
to test their impact on behavior, any relationship we find between the non-numerical features and our participants’ responses should 
be taken as correlational rather than causal evidence. As in Experiments 1 and 2, due to the high collinearity between the non- 
numerical features, we used the non-numerical feature PCs as predictors to investigate how much variance in estimates is accoun-
ted for by the group of non-numerical features as a whole. We used PCs built from the group-level features, as that was the best 
performing group in the previous experiments. 

In the counting book illustrations condition, a model predicting number estimates from the three (group-level feature) PCs found 
that all three were predictive (PC1: B = − .33, SE B =.04; PC2: B = − 1.62, SE B =.09; PC3: B =.77, SE B =.17; R2 =.173). Notably, the 
model only explained 17.3% of the variance in responses. We then compared this model to one using only the true number of objects in 
the image as a predictor; once again we used AIC and BIC to perform this comparison. The number model, B = 0.95, SE B = 0.01, R2 

= .924, AIC = − 926.74, BIC = 4540.66, strongly outperformed the full non-numerical feature model (AIC = 3649.10, BIC = 9127.62). 
This result suggests that our participants’ number estimates are more parsimoniously explained as being related to the actual number 
of objects on the page, and not the non-numerical features of those objects. 

To see whether these features accounted for variance in estimates even when the true number was taken into account, we also 
performed partial correlations using the three PCs and number. We note, however, that in this case there is not much remaining 
variance to account for once the true number is taken into account. The partial correlation for number taking into account the three PCs 
was extremely large, ρ = .953, p < .001. Unsurprisingly, none of the partial correlations for any of the three PCs was significant, 
ps > .169. 

For the photographs condition, a model predicting number estimates from the three PCs found that all three were predictive (PC1: B 
=.34, SE B =.03; PC2: B = 3.69, SE B =.12; PC3: B = 1.43, SE B =.17; R2 =.329). We again compared this full model to a model that 
includes only the true number of objects in the image as a predictor. The model predicting number estimated from true number 
provided a good fit to the data, B = 0.75, SE B = 0.01, R2 = .667, AIC = 1885.70, BIC = 8261.7, and again significantly outperformed 
the non-numerical feature model (AIC = 3459.49, BIC = 9846.9). 

As in the counting book condition, we performed partial correlations to see whether these features accounted for variance in es-
timates even when the true number was taken into account. The partial correlation for number taking into account the three PCs was 
the largest, ρ = .718, p < .001, although with this stimulus set, the correlations for all three PCs (PC1: ρ = − 0.09; PC2: ρ = 0.09; PC3: 
ρ = .058) were significant as well, ps < .006. 

Although the non-numerical features in these images only accounted for a relatively small amount of variance in participants’ 
estimates—between 17% and 33%—this amount was nonetheless significant, as were the partial correlations in the photograph 

Fig. 8. Comparing model fit parameters from Experiment 3 (color images, top row) and Experiment 4 (silhouettes, bottom row) of counting book 
illustrations (pink) and photographs (green). 
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condition. Therefore, we find some (non-causal) evidence that non-numerical features may influence number estimates, albeit with a 
limited predictive ability compared to the predictive power of the true number of objects. 

11.3. PsiMLE model fits 

Next, we used PsiMLE to fit each participant’s responses individually, resulting in a separate value of β and σ for each participant. If 
non-numerical features are necessary for number perception, we would expect to find superior performance in the photographs image 
set, where non-numerical features are more predictive of number. Strikingly, we found the opposite pattern for both model-fitted 
parameters. Participants who estimated based on counting book illustrations were significantly more precise (smaller σ: M =.070, 
SD =.026) than those who estimated based on photographs (M =.170, SD =.028), t(44.52) = 12.62, p < .001. They were also more 
accurate (β closer to 1) in the counting book condition (M =.989, SD =.015) compared to the photograph condition (M =.931, SD 
=.035), t(29.35) = 7.34, p < .001, (see Fig. 8, top row). This result strongly contrasts with the prediction of a non-numerical feature- 
based extraction algorithm for number, where performance should have been better for photographs than counting book illustrations. 

12. Discussion 

In this experiment, we found that human adults are able to perceive and report the number of objects in visually-complex natural 
scenes. In fact, they did so with similar (or even superior) precision and accuracy to that found in previous research with much more 
simple and controlled dot stimuli (Odic et al., 2016). 

If non-numerical features were the basis of number extraction, performance would have been better in the photograph condition 
than the counting books condition. This was not the case. In fact, we found consistent evidence of the opposite effect: participants were 
more accurate to estimate the number of objects in counting book illustrations, where the relationships between number and non- 
numerical features were weaker than in the photographs. 

One low-level confound that could potentially explain this pattern of results is that the background was generally more complex in 
the photographs compared to the counting books. This could lead to differences in the ease with which the target objects could be 
selected from the background, which may result in impaired extraction of the non-numerical features. If number estimates are built 
from non-numerical features, this could result in impaired number estimation in the photograph condition compared to the counting 
book condition (in which backgrounds are generally less complex). We control for this difference in Experiment 4. 

13. Experiment 4 

One possibility is that the pattern we found in Experiment 3 is due to confounding factors unrelated to the difference in the 
relationship between non-numerical features and number. One obvious confound is that photographs tend to be much more visually 
complex than the counting book illustrations. This could lead to a more difficult extraction process, which could artificially depress 
estimation performance in the photograph condition compared to the counting book condition. In Experiment 4, we tested this with a 
control experiment where the background of the images was equated in complexity: that is, we removed the backgrounds entirely, 
leaving only black silhouettes (which we had used to extract continuous features in Experiments 1 and 2). With this manipulation, non- 
numerical features are maintained and extremely easy to extract, and therefore we would expect to see better performance in the 
photographs condition than the counting books condition if those features are being used to make estimates. 

Fig. 9. Silhouettes and their original color images for stimuli in Experiment 4.  
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14. Method 

14.1. Participants 

A total of 51 people participated in this experiment (26 in the counting book condition and 25 in the photograph condition). 
Participants were recruited from Prolific and were paid at a rate of approximately $14 per hour for their participation. Demographic 
information about participants was not collected. 

14.2. Materials 

We used the silhouettes of the exact same stimuli that were used in Experiment 3. There were once again 80 images in each 
condition. In these silhouette images, the target objects are composed of black pixels and the entire background is made of white pixels 
(see Fig. 9). This manipulation removes all background details; if we still find a difference in precision between counting book and 
photograph estimates with these stimuli, it cannot be explained by a difference in background complexity. 

14.3. Procedure 

The procedure was identical to Experiment 3, except that participants were told before the experiment that they were going to be 
making estimates based on silhouettes rather than full color images. 

15. Results 

15.1. Exclusions 

Overall, participants once again did quite well, with those in the counting book condition showing a correlation of r = .914 be-
tween the true number of objects in each stimulus and responses to each image, and those in the photograph showing a correlation of 
r = .848 (see Fig. 7, bottom row). Across conditions, participants again displayed scalar variability, consistent with relying on the ANS, 
and had a median error of 13.6% (approximately an error of responding 6 when the correct response was 7). As in the previous ex-
periments, we removed any participants whose error rate was further than three times the MAD away from the median error rate for 
that condition. This exclusion removed 4 participants from the counting book condition and 1 from the photograph condition. Again, 
the removal of these participants did not affect the significance of any statistical results. 

15.2. Model fits 

We again fit each participant with a β and σ using PsiMLE’s power function (Odic et al., 2016)—which measures the scalar 
variability and bias consistent with the ANS. Consistent with the results of Experiment 3, we found that performance was better in the 
counting book condition. Participants were more precise (lower σ) in the counting books condition (M =.07, SD =.02) compared to the 
photograph condition (M =.23, SD =.06), t(28.43) = 12.10, p < .001. They were also more accurate (β closer to 1) in the counting 
book condition (M = 1.00, SD =.03) compared to the photograph condition (M =.83, SD =.07), t(30.53) = 11.13, p < .001 (see Fig. 8, 
bottom row). 

16. Discussion 

This control experiment was intended to eliminate the complex backgrounds of the photographs while retaining or even high-
lighting the non-numerical features of the target objects. Therefore, if the superior performance from counting book illustrations was 
simply due to the ease with which the ensembles could be rapidly selected from the background, we would have expected this 
advantage to disappear in the silhouette condition. Instead, we found that the difference was maintained: estimation was more precise 
and more accurate based on counting book illustrations as compared to photographs. Again, this is the opposite of what would be 
expected if participants are using non-numerical features to derive their number estimates. Therefore, this result provides further 
support against that hypothesis. Human adults do not appear to rely on non-numerical features to estimate the number of objects in an 
image. 

A natural next question to ask is whether adults, through extensive experience, have learned to modify their numerical extraction 
strategies away from a native bias to use non-numerical features. Therefore, we next asked whether young children would show similar 
patterns of results in their numerical estimation. 

17. Experiment 5 

Here, we ask whether children are more prone to using non-numerical features to estimate the number of objects in a visual scene 
than adults were. If they are, we would expect them to perform better in the photographs condition (where non-numerical features 
pattern more strongly with number) compared to the counting book illustrations condition. If we were to find this result, it might 
indicate that the pattern of performance we found in adults is due to an experiential modification of the number extraction algorithm, 
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which is initially predisposed to rely on non-numerical features. If not, it would suggest that children, like adults, do not rely on non- 
numerical features to estimate number. 

18. Method 

18.1. Participants 

Participants were 94 children (Mage = 7;2 years, SDage = 1;5, range 5;1–9;10) who were part of the database for the Laboratory for 
Child Development at Johns Hopkins. Most children were recruited for previous studies, through online advertisements and in-person 
recruitment at fairs and Farmer’s Markets. The study was approved by the Homewood Institutional Review Board at Johns Hopkins 
University. Prior to participation, informed consent was obtained from a parent or guardian. Participants were compensated with a $5 
Amazon gift card for their participation. 

18.2. Materials 

The materials were identical to those used in Experiments 3 and 4. There were 80 images from each image set (8 instances each of 
1–10). There were two versions of each image (full color and silhouette); as in the adult experiments, each participant only saw images 
from one image set (color photographs, color counting books, silhouette photographs, and silhouette counting books). 

18.3. Procedure 

Overall, the experimental procedure was very similar to that used with adults, with a few modifications to make it accessible to 
children. Rather than running the experiment over the internet on the participant’s own computers, an experimenter loaded the 
experiment on their own laptop and shared their screen with the child through a video call. This allowed the experimenter to control 
the progression of the experiment while still allowing the child to see the images. 

At the beginning of each trial, the experimenter read the word indicating what would appear in the next image, and did not advance 
to the stimulus display until the child was ready and looking at the screen. Each stimulus image was displayed for 800 ms. Following 
the stimulus display, a slider appeared on the screen. The slider ranged from 0–20, as pilot testing indicated that children sometimes 
responded values larger than 12, and the initial position was set to 0. The experimenter waited until the child responded, prompting 
them to give an estimate if they were slow to respond (e.g., “How many BUSES do you think there were?”). If the child responded 
hesitantly, the experimenter asked them to confirm their answer before proceeding. Once the child confirmed their answer, the 
experimenter moved the slider to the response value and submitted the response, starting the next trial. Children were given the 
opportunity to take a break halfway through the experiment (after the completion of 40 trials). Each session was video recorded. 

Fig. 10. Trimmed responses from all participants in each estimation condition (left: counting books, right: photographs). Note. Points are jittered on 
both axes; Lines represent average PsiMLE model fit per condition, with ribbon representing one σ. 
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18.4. Modeling 

Again, we used the power model of PsiMLE to fit each child’s responses, resulting in an estimate of their β and σ (Odic et al., 2016). 

19. Results 

19.1. Exclusions 

Overall, children unsurprisingly performed less accurately than adults (see Fig. 10). Children, like adults, displayed the scalar 
variability that is the hallmark of relying on the ANS, and their median error across all trials was 21.2%, or an approximate error of 
responding 6 when the correct answer was 5. As in the previous experiments, we removed any participants whose error rate was 
further than three times the MAD away from the median error rate for that condition. This exclusion removed 13 participants who 
ranged from 37–100% average error (1 from the counting books color condition, 5 from the photographs color condition, 2 from the 
counting books silhouette condition, and 5 from the photographs silhouette condition). This left N = 23 in the counting books color 
condition, N = 18 in the photographs color condition, N = 23 in the counting books silhouette condition, and N = 17 in the photo-
graphs silhouette condition. Again, the removal of these participants did not affect the significance of any of the statistical results. 

19.2. PsiMLE model fits 

Once again, we fit each participant’s responses with the power model of PsiMLE. We used two-way ANOVAs (image set X color 
condition) to predict model-fitted σ and β. For σ, consistent with the adult results, we found a main effect of image set, F(1,77) = 59.34, 
p < .001, where precision was better for counting books (M =.18, SD =.09) than for photographs (M =.33, SD =.08; see Fig. 11 left). 
There were no main effects or interactions with color condition, ps > .189. 

For model-fitted β, there was again a main effect of image set, F(1,77) = 16.73, p < .001, where β was significantly larger (closer to 
1) for those in the counting books condition (M = 1.00 SD =.09) than those in the photograph condition (M =.89, SD =.14; see Fig. 11, 
right). The main effect of color condition was not significant, p = .112. Finally, there was a weakly significant interaction between 
image set and color condition, F(1,77) = 4.45, p = .038. There was little change in β for counting books from the color (M =.99, SD 
=.09) to the silhouette condition (M = 1.00, SD =.10), while there was a large decrease in β for photographs from color (M =.94, SD 
=.15) to silhouettes (M =.84, SD =.11). We speculate that non-numerical features may be easier to extract in the silhouettes condition 
compared to the color photographs condition, in which case this is consistent with the suggestion that non-numerical features are a 
distraction rather than an aid to numerical processing in these images. 

19.3. Discussion 

We found that children showed highly similar response patterns to those of the adults in Experiments 3 and 4. In particular, children 
were both more precise and more accurate when estimating the number of objects in the illustrations of counting books compared to 
photographs. Again, this pattern of results is the opposite of what would be expected if children were using non-numerical features to 
estimate the number of objects in visual scenes. Taken together with the behavioral results from adult participants, these results 
strongly indicate that non-numerical features do not serve as the basis of numerical estimation, even for young children with relatively 
little estimation experience. 

20. General discussion 

In this series of experiments, we have demonstrated that counting book illustrations deviate from the statistics of the natural world 
in their depictions of visual ensembles. We raise the intriguing possibility that such pedagogical materials are intentionally designed to 

Fig. 11. Consistent with the results from adult participants, children performed better in the counting book condition (pink) than in the photograph 
condition (green), for both color images and silhouettes. 
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suppress such relationships. Given that we found superior number estimation performance from counting books as compared to 
photographs, this lack of relationship may be an intentional choice to facilitate number estimation. This would make counting books an 
example of a pedagogical material that has evolved to better suit human needs. 

Although it had not been empirically validated, the claim that non-numerical features pattern with number in the real world is 
ubiquitous in the number literature (e.g., Abalo-Rodríguez et al., 2022; Leibovich et al., 2017; Smets et al., 2015; van Rinsveld et al., 
2020). Here, we found that group-level features such as convex hull, surface area, and perimeter, which are often implicated in the 
number literature as driving numerical responses during discrimination tasks (Clayton et al., 2015; Gebuis et al., 2016), are more 
predictive than average object-level features or density in photographs of real-world scenes. Interestingly, we found that 
non-numerical features are far less predictive of number across the pages of children’s books. This result would be surprising if 
non-numerical features were necessary or helpful for number perception, since the purpose of counting book illustrations is to provide 
a visual depiction of number: one would expect that whatever features are necessary for visual number perception would be high-
lighted in these materials. 

Does this mean that counting book illustrations are poorly designed to allow for number perception? Our behavioral experiments 
indicate the opposite. We found that both adults and children are better (both more precise and more accurate) when estimating the 
number of objects in counting book illustrations than in photographs, and this was even true when accounting for differences in 
background complexity between the image sets. A possibility raised by these results is that counting books illustrations may in fact be 
particularly well designed for number learning about visual number. For instance, perhaps the lack of relationship between number and 
non-numerical features across the pages of counting books allows children to home in on the target dimension—number—without 
having to differentiate it from consistently confounding non-target features such as convex hull. 

In both datasets, we found that density was less successful at predicting number than the other combination models, which is 
surprising given its prevalence in the number perception literature (Dakin et al., 2011; Durgin, 1995). However, given that density is 
defined using very different methods across the field (such as spatial frequency ratios, most commonly used with much smaller objects 
than those seen here), this claim need only apply to the particular definition of density that we employed (e.g., DeWind et al., 2015). 

Another difference between the counting book illustrations and the real-world photographs is that the photographs tended to have 
more overlapping objects than did the illustrations (37% versus 16% of images). By visual inspection, the gaps between overlapping 
objects in the real-world photographs appear smaller and more variable on average than those we inserted into the images in the 
counting book illustrations. That these object outlines were designed using different methods in the two experiments is a limitation of 
our approach; although we do not believe it strongly impacts our conclusions, future work investigating this question should strive to 
use the same conversion method for any image sets being compared. 

The difference between image sets in the percent of images containing overlapping objects is likely a source—if not the source—for 
the differences we found in behavioral performance between these two datasets. This is consistent with prior work demonstrating that 
people tend to underestimate more when objects are clustered together in a stimulus (e.g., Im et al., 2016). However, this difference 
may be consistent with our broader claims of the reduced relevance of non-numerical dimensions for extracting number. Why? 
Interestingly, it is likely that some or all of the non-numerical magnitudes we discussed, especially surface area, are easier for people to 
extract from images where the objects overlap considerably (as is often the case in area perception tasks, e.g., Odic et al., 2013). So 
even if the difference in overlap is the main source of difference in behavior, it’s consistent with our claim that continuous featur-
es—which are easy, or even easier, to extract in the photographs—are not the main mechanism through which people are generating 
their number estimates. 

Our analysis focused only on the retinotopic size of objects—that is, how much space the object occupies on the retina from a 
standard viewing distance. It is notable that this does not have to correspond to the “real-world” size of the objects depicted, nor their 
representation in brain regions that take into account real-world size, such as in the occipital cortex (Konkle & Oliva, 2012). Because 
the ANS is supposed to work incredibly rapidly, and because the literature has primarily focused on retinotopic features rather than 
real-world object sizes (e.g., Clayton et al., 2015; Gebuis et al., 2016; Smets et al., 2015; Szűcs et al., 2013), we chose to focus on those 
features for this analysis. Future research could investigate to what extent features such as real-world size influence numerical esti-
mation, and whether it might drive behavior differently from retinotopic image size. 

In the behavioral experiments in this paper, using the numerosities of 1 through 10, we observe scalar variability in our partici-
pants’ responses. That is, they show increasing variability in their responses as the number to be estimated gets larger, which is the 
hallmark of relying on the ANS (Dehaene, 1997; Feigenson et al., 2004; Halberda et al., 2008; Piazza, 2010; Piazza et al., 2004). This 
demonstrates the relevance of our results to theorizing about the ANS. Nonetheless, the ANS extends to much higher values (up to at 
least 64, depending on density; Anobile et al., 2014). Therefore, future investigations of the relationship between number and 
continuous features should look at larger quantities than just 1–10, as it is an open question whether the conclusions we found here 
would hold for even larger quantities. 

A potential limitation of this work is the size of our samples (between N = 17 and N = 24 for a given behavioral experiment after 
exclusions), as well as the between-subjects experimental design. Future work would improve the robustness of our conclusions by 
increasing the sample size and employing a within-subjects design (for both image sets and color conditions). 

Our behavioral results are consistent with some previous evidence that number estimation is less impacted by non-numerical 
features than is number discrimination (Smets et al., 2015). What could be the locus of interference such that discrimination is 
impacted but estimation is not? Perhaps response conflict at the decision stage of a discrimination task drives results that differ by 
non-numerical congruity. Our results strongly suggest that the content of the representation itself is numerical and NOT an amal-
gamation of information from multiple non-numerical features. 

In conclusion, the general claim that non-numerical features pattern with number in the real world is at least partially substantiated 
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by our data. However, these features pattern much less with number in pedagogical materials designed to facilitate number learning, 
children’s counting books. We found that approximate perception of numerosity in counting book illustrations outperforms numer-
osity perception in real-world photographs. Therefore, we claim that even a combination of non-numerical ensemble features cannot 
serve as the perceptual basis for number perception. 
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